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The coincidence of an “outbreak” of
a plant disease and certain weather
conditions undoubtedly was recognized
by astute farmers of the past. With the
gradual understanding of the nature of
disease, how disease spreads in plant
populations, and how chemicals could
control it, the weather conditions nec-
essary for a disease outbreak were
perceived in a different way. Attention
gradually shifted from generalizations of
weather conditions, such as cloudy,
damp, and warm, to specific variables
thought to govern disease. Where the
relationships have been well defined,
weather forecasts frequently have been
used to predict disease development so
that growers could initiate timely and
efficient controls.
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This paper presents an application of
a new forecasting technique, called
Model Output Enhancement (MOE), to
mesoscale disease prediction. We report
on the feasibility of using mesoscale
weather forecasts to derive disease
forecasts 24 hours into the future for
areas as small as 1-km? (1-km resolution).
We chose potato late blight, caused by
Phytophthora infestans (Mont.) de Bary,
to illustrate how the MOE technique
could be applied to generate a mesoscale
disease forecast. This disease is partic-
ularly responsive to weather, and its
epidemiology has been studied
extensively.

Mesoscale Forecasts

Mesoscale forecasts are weather
predictions made for areas having a
spatial resolution between the synoptic
scale (popularly known as the weather-
map scale) and the microscale.
Depending on which international or
national definition is used, the mesoscale
could range from hundreds of square
meters on its lower end to a few thousand
square kilometers at its upper limit. On
a time scale, the mesoscale could range
from several minutes to a few days.
Mesoscale weather systems are probably
the least understood of the predictable
meteorological phenomena. They cannot
be adequately resolved by current
synoptic scale monitoring networks and
they are too large to be investigated
properly using microscale data. Seem
and Russo (11) graphically depicted this
time and space disparity between weather
data networks used to define weather

systems and some disease forecasting
methods in their scale presentation of
past, present, and future weather states.

Meteorologists commonly use the
term “numerical” in front of “models”
or “forecasts” to indicate they are based
on a set of mathematical equations that
describe atmospheric motions. Because
the solutions to these equations require
numerous computations, large com-
puters have been used to run the models
and generate forecasts. Since the incep-
tion of numerical weather prediction
over three decades ago, operational
models have steadily improved in spatial
and temporal resolution, in forecast
accuracy, and in the number of weather
variables generated in forecasts.

In 1985, the U.S. National Meteoro-
logical Center’s (NMC) Nested Grid
Model (NGM) replaced the Limited-
Area Fine Mesh (LFM) model for
hemispheric, continental, and sub-
continental numerical synoptic forecasts.
The NGM produces horizontal spatial
resolutions as small as 91.5 km,
compared with a previous limit of 190.5
km. It also has greatly increased the
vertical resolution. The NGM, like the
LFM, provides gridded analyses and
predictions of standard weather variables
and indices up to 48 hours in the future
at 6-hour intervals for various pressure
levels. As with all previous operational
models, NGM numerical output is
interpretable at the synoptic scale.

There is currently a strong research
effort to provide numerical simulations
and forecasts at a subsynoptic resolution.
This effort has been directed at both
mesoscale phenomena and the interac-



tion of terrain-induced airflows with
larger-scale weather systems. The books
by Pielke (6) and Ray (7) are excellent
sources of information on recent analyses
and models of sea breezes, mountain-
valley winds, convective clouds,
thunderstorms, fronts, hurricanes, and
other complex regional-scale weather
processes. In each study, the research
requires an appreciation of changes in
spatial and temporal scales, atmospheric
processes, energy transformations and
transports, observation networks to
obtain data for simulations, and
computational stability. To date, nearly
all mesoscale investigations have been
experimental and short-term and have
covered a limited area.

In contrast to mesoscale modeling that
requires an in-depth understanding of
mesoscale processes, Russo (9) proposed
an alternative approach for deriving
weather data at a higher resolution than
traditionally available. He suggested that
smaller-scale forecasts could be gener-
ated from synoptic scale numerical
models by interpolating their output to
a higher spatial resolution and
“enhancing” it with geophysical data.
This approach is based on the knowledge
that topography and other surface
features exert a strong influence on
mesoscale weather systems and, hence,
could be used indirectly to predict
smaller-scale, short-term conditions
close to the farm level. Russo (9)
suggested that such a generated “local”
forecast data base could be used as input
to pest, plant, and management models
to aid decisionmakers. He further saw
the value of presenting a forecast or pest
data base on a perspective plot of terrain
to “give the user a three-dimensional ‘feel’
for the data field.”

Kelley (1) and Kelley et al (2,3), in a
demonstration of the approach
advocated by Russo (9), developed the
Model Output Enhancement (MOE)
technique. The technique operates by: 1)
interpolating numerical model output to
approximately l-km resolution, 2)
extrapolating the interpolated data to the
surface using theoretical and observed
atmospheric processes, and 3) adjusting
the extrapolated surface values with
digital terrain data. The output is a high-
resolution forecast that accounts for the
influence of elevation on the prediction
of a weather variable that can be verified
with station observations.

In an initial study limited to two
weather variables (maximum and min-
imum temperatures) for clear-sky
conditions, objective mesoscale temper-
ature forecasts were generated from the
LFM model using the MOE technique.
Temperature forecasts out to 48 hours,
using daily time steps, were made for over
215,000 rectangular areas of approx-
imately 1-km? each throughout
Pennsylvania. These temperature fore-
casts were displayed as two-dimensional

grayscale maps, as color-class maps, and
as color-class maps overlaid on perspec-
tive plots of terrain. With the aid of a
state map showing county boundaries,
the displayed temperature forecast field
could be easily interpreted for relatively
warm and cool areas generated by
topography and for thermal gradients
caused by synoptic conditions across the
state. Although verification was limited
to a few case-study days, the temperature
forecasts generated by the MOE tech-
nique showed a potential to be compet-
itive with existing operational techniques
(3). Since Kelley’s original work with
clear skies, the MOE technique has been
used to forecast temperatures for all sky
conditions (12) and has been modified
to make predictions of relative humidity
and precipitation.

Model Output Enhancement
Technique for Disease Prediction

With the MOE technique, weather
variables can be forecast up to 2 days
in advance at about a “farm-level”
resolution over a large region such as
the northeastern United States. As
compared with the synoptic scale, this
resolution is considerably closer to the
level where disease prediction methods
were developed and tested. By using
forecast data generated by the MOE
technique as input to a disease prediction
scheme, one could have a geographic
projection of expected disease incidence
and severity. Furthermore, as in the case
of meteorological applications, disease
forecasts can be displayed as two- or
three-dimensional maps for easy
interpretation.

A first attempt at using high-resolution
forecast data as input to a disease
prediction scheme was reported by Russo

et al (10). Potato late blight was chosen
as a “test” disease because the epidemi-
ology and biology have been studied
intensively. The Wallin system, as
presented by MacKenzie (5) (Fig. 1), was
used to define the meteorological
conditions for late blight development in
Pennsylvania. It was assumed that a
susceptible crop and infective propagules
were present everywhere in the forecast
domain.

Maximum and minimum temper-
atures and relative humidities were
generated from the 850- and 700-mb
output of the NGM using the MOE
technique for one case-study day in late
summer of 1986. A mean temperature
was calculated from maximum and
minimum values, and hours of relative
humidity greater than 90% were summed
over the 6-hour prediction intervals of
the NGM. These data were input to the
Wallin system to give accumulative
severity values for potato late blight at
a spatial resolution of about | km and
a temporal resolution of | day. The
prediction of daily severity values for
Pennsylvania was graphically displayed
as a grayscale planar map (10).

This first attempt, as a necessary step
in learning how to make a disease
prediction based on a forecast, revealed
serious shortcomings. Whereas the
temperature data were acceptable, the
relative humidity forecasts were crude,
because they were directly extrapolated
from upper-air model output. The
resulting severity values for the case-
study day were limited to two categories:
0, indicating no possibility for most of
Pennsylvania, and |, indicating a low
possibility for six counties along the
state’s southern border. The validity of
those predictions was not evaluated with
field data.
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Fig. 1. Relationship of the duration of high relative humidity and the average temperature
(45-53 F = 7.2-11.9 C, 54-59 F = 12.0-15.2 C, 60-80 F = 15.3-26.7 C) during that
period to the likelihood of infection and the corresponding severity value. (From

MacKenzie [5])
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A Recent Study

In a second attempt at making 24-hour
predictions of the likelihood of potato
late blight development, the MOE
technique was again applied to the 850-
and 700-mb output from the NGM, but
with some improvements. A more
accurate algorithm for relative humidity
and a higher temporal resolution were
used, and the relative humidity threshold
of the Wallin system was modified
slightly. Instead of extrapolating surface
relative humidities directly from model
output, upper-air dew points were first
computed from relative humidity values
and then adjusted for the surface, using
the appropriate vertical gradient for the
synoptic situation. Relative humidities
were calculated from the extrapolated
dew points and temperatures.

The 6-hour prediction intervals used
in the earlier study were reduced to 2
hours by interpolation, thus mimicking
the 2-hour data intervals that are
typically extracted from hygrothermo-
graph charts. In addition, the relative
humidity threshold was changed from
greater than 909% (Fig. 1) to greater than
or equal to 90%. This lower threshold
(the original one proposed by Wallin
[15]) results in a small increase in the
computed severity values when relative
humidities hover near 909%.

The second attempt was conducted
over an 8-day period (19-26 August
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1988) for I-km resolution areas in
Pennsylvania. Each 24-hour forecast of
this investigation began at 8:00 a.m.
eastern daylight time.

The daily blight severity predictions
computed from the 2-hour forecast
temperatures and relative humidities
were compared with values calculated
from observations of the same weather
variables recorded at nine selected
stations across Pennsylvania. Two of the
stations were situated in open, agricul-
tural settings. The other seven stations
were part of the National Weather
Service’s climatological network and
were located in the vicinities of airports.
Hygrothermograph data were available
from the two agrometeorological
stations, whereas only 3-hour summaries
of temperature and relative humidity
were available from the climatological
stations. These summaries are part of the
local climate data distributed by the
National Climatic Data Center in
Asheville, North Carolina. The 3-hour
summaries had to be interpolated to
derive matching 2-hour values for
comparison with forecast data.

Grayscale planar maps for hourly
mean temperatures, total hours of
relative humidity greater than or equal
to 90%, and late blight severity values
computed using the Wallin system are
depicted for Pennsylvania in Figures 2,
3, and 4. The ability of the MOE

technique to create mesoscale forecast
data is evident from the pattern of gray
shades. The high severity values (4.0)
indicated for some areas (Fig. 4) reflect
the relatively warm and moist conditions
(especially at night) resulting from the
prevailing synoptic weather systems in
combination with the local terrain.

The amount of information in a
mesoscale forecast for blight severity is
more striking in the color-class map
overlaid on a perspective plot of terrain
(Fig. 5). The three-dimensional appear-
ance of the color map facilitates the
topographic and geographic interpreta-
tion of a late blight forecast. As in the
earlier study, 215,000 predictions are
being displayed in one generated map
product.

Table 1 shows the average differences
between daily late blight severity values
computed from forecasted and from
observed weather data for the nine
selected station sites. Most differences
were due to the variable performance of
the technique in providing forecasts for
local settings, but a few were due to poor
station observations. To cite one exam-
ple, during the 24-hour period spanning
21-22 August 1986, nine contiguous
hours of 87% relative humidity were
reported for Pittsburgh while fog was
being observed; the relative humidity was
probably underestimated, either because
of a miscalibrated instrument or because



of human error.

The size of the confidence intervals for
the differences between forecast-
generated and observation-computed
values at a given site is not surprising,
given the 1-km spatial scale of the MOE
forecast and the microscale resolution of
the weather stations. Whereas an
individual severity value in a prediction
map may have a high level of uncertainty,
the pattern of values depicted may give
a reasonable indication where late blight
is more likely to occur and at what
relative intensity.

Conclusion

The late blight predictions depicted in
Figure 5 are useful because of the ease
with which one can interpret an area
where a disease outbreak is likely. A
decisionmaker can locate geographic
areas that need further disease surveil-
lance. In this respect, the mesoscale
disease forecasts provide guidance in
much the same way as numerical pre-

diction models do for meteorologists. A
plant pathologist trained in the use of
the mesoscale forecasts can recommend
appropriate action based on a local
interpretation of the forecast product.

This guidance is useful to plant
pathologists outside the scope of local
disease prediction. Future geographic
predictions of the expected establishment
or dispersal of exotic diseases can be
made if: 1) the pathogens’ environmental
requirements are known and 2) the
weather variables defining these
requirements could be accurately
forecasted. Royer and Dowler (8)
foresaw this application of high-
resolution forecast weather data to pest
risk assessment in the linkage of weather
forecasts to disease prediction models.
They stated that such models could
“make the analyses of the probability of
establishment of exotic pests possible on
a daily basis.”

With improved meteorological and
plant pathological models describing
weather conditions and their relation to

disease development, mesoscale disease
predictions will improve over the years.
Experimental mesoscale numerical
models will probably become opera-
tional within the next decade, providing
weather forecasts at scales on the order
of 10 km. But it is clear from previous
station and field observations (14,16)
that there is a limit to any improvement
in local disease prediction using weather
forecasts. With temperature variations of
several degrees within a plant canopy,
there is little likelihood that one could
consistently extract accurate weather
predictions from mesoscale forecasts for
a particular potato field. If one
understands the different mesoscale
situations and their effect on disease
development, however, it seems possible
that mesoscale forecasts could give
reasonable estimates of local conditions.
There is evidence for such a possibility
in the analogy of meteorologists follow-
ing synoptic events and using map
analysis to predict future disease
outbreaks.
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Fig. 2. Grayscale planar map of daily mean temperature forecast for Pennsylvania. Forecast made 24 hours in advance for 21
August 1986 (8:00 a.m. 21 August to 8:00 a.m. 22 August).

0 No data

Hours of relative humidity =909,

Fig. 3. Grayscale planar map of daily hours of relative humidity greater than or equal to 90% forecast for Pennsylvania. Forecast
made 24 hours in advance for 21 August 1986 (8:00 a.m. 21 August to 8:00 a.m. 22 August).
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3.6-4.0 2.6-3.5 1.6-25 0.6-1.5 0.1-0.5 0 No data
Very high High Moderate Possible Unlikely Impossible

Severity value (dimensionless) and likelihood of infection

Fig. 4. Grayscale planar map of daily severity values and likelihood of late blight infection forecast for Pennsylvania (severity values
0.1-0.5 and 3.6-4.0 were not predicted). Forecast made 24 hours in advance for 21 August 1986 (8:00 a.m. 21 August to 8:00 a.m.
22 August).

KEY: Color class Magenta Red Yellow Green Cyan Purple
Severity value 3.6-4.0 2.6-3.5 1.6-2.5 0.6-1.5 0.1-0.5 0
Likelihood of infection Very high High Moderate Possible Unlikely Impossible

Fig. 5. Color-class map of daily severity values overlaid on a perspective map of terrain to forecast the likelihood of late blight
infection for Pennsylvania (severity values 0.1-0.5 and 3.6-4.0 were not predicted). Forecast made 24 hours in advance for 21 August
1986 (8:00 a.m. 21 August to 8:00 a.m. 22 August).
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Table 1. Differences between daily late blight severity values derived from forecasted
and from observed weather for nine locations in Pennsylvania

Date (August 1988)

Location 19 20 21 22 23 24 25 26 cr
Allentown 1.2 1.2 1.6 0.0 0.0 00 00 1.2 +0.83
Avoca 0.0 00 0.0 0.0 0.0 00 00 1.2 *1.08
Erie 0.0 1.2 1.2 0.0 00 00 00 00 042
Harrisburg 0.8 12 =12 0.0 1.2 00 00 1.2 *1.29
Mountainview —0.4 121 #40:050-1152 1.2 00 —04 00 =149
Philadelphia 1.2 1.2 1.6 0.0 0.0 00 0.0 1.2 +0.83
Pittsburgh 0.0 28 2.8 0.0 00 00 00 00 =099
Rocksprings  —1.2 1.2 0.0 0.0 1.2 0.0 0.0 00 =*1.73
Williamsport 0.0 V208 I 1.2 00 0.0 1.2 +0.93

“Cl = 95% confidence interval of the difference between the mean late blight severity
values derived from forecasted and observed weather data.

"Data missing.

One example of the use of synoptic
analysis was Large’s time-line displays of
late blight outbreaks at locations
scattered throughout England (4). These
displays depicted a relatively uniform
appearance of blight in a “blight year”
as compared with a spread-out incidence
in a “no-blight year.” The blight years
were characterized by dull and cool
weather, with significant rainfall in all
parts of the country during much of the
growing season. Under such a cool and
moist environment, local conditions
tended to mimic the synoptic conditions,
which were dominated by large-scale
weather systems affecting the whole
country. In no-blight years, the weather
was characterized as hot, dry, and sunny.
Under these synoptic conditions,
smaller-scale weather systems such as
thunderstorms dominate, and their
effects were felt only regionally. It is
during such no-blight years that
mesoscale forecast maps could provide
a better picture of areas that are more
likely to experience a disease outbreak.

The use of mesoscale forecasts as input
to local disease prediction schemes can
provide a powerful prognostic tool for
decision making, provided an individual
is trained in its interpretation and
understands its limitations. However,
such a “man-machine mix,” as the
meteorologists like to call a forecaster’s
use of computerized products, requires
a slow and tortuous process of learning
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and relearning daily routine assessments
and interpretations in different ways. As
a historical comparison, it took about
10 years before the first numerical upper-
air model moved from an idea to an
operational reality. During the latter part
of that period, it was recognized that
further development of numerical
weather prediction would be “a neces-
sary, slow, and generally unspectacular
process, and that it should go hand-in-
hand with the daily routine of numerical
weather forecasting” (13).

Mesoscale forecasting and disease
prediction is a long-term enterprise like
numerical weather prediction itself. Its
success rests on the continued cooper-
ation of plant pathologists and agricul-
tural meteorologists and their focused
goal of providing better disease predic-
tion through the use of advances in
weather forecasting.
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