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Spatial patterns of diseased plants and of soilborne plant
pathogens in fields or research plots have recently gained well-
deserved attention. Knowledge from studies of such patterns can be
applied to improve sampling or survey methods and may also
provide a better understanding of the biology and ecology of the
pathogen and of the disease (1-3,8-11,13,14,16,18,21,22,25-27).
Past studies of spatial patterns of soilborne inoculum have relied
mostly on methods based exclusively on the examination of the
mean and variance or of the frequency distribution of observed
inoculum levels. Since these methods do not take into account the
actual location of the sampling sites in the study area, the following
questions arise: Do these methods actually provide information on
the “spatial pattern” of the pathogen in the field and, if so, at what
scale? Can additional information be obtained with methods that
take into account the location of samples?

We will illustrate in this letter to the editor the point that
frequency distribution analysis of propagule counts in soil samples
provides only limited information on spatial patterns. There are
several alternative methods of statistical analysis that utilize
information on actual location of samples with respect to each
other. An example of one of these methods will be described to
illustrate their advantage.

Methods most commonly used for studying the spatial patterns
of soilborne plant pathogens. Soil samples are usually taken at
random or at regularly spaced sites over the study area
(2,8,10,11,14,21-23,27). These samples usually consist of a number
of individual soil cores bulked together. The number of propagules
per volume or mass unit of soil in each sample is then estimated,
and the mean m and variance Vare estimated. A frequency table is
compiled to show the number of samples that contained 0, 1, 2, . ..
propagules per unit of soil, and the observed frequency distribution
is compared with theoretical frequency distributions such as
Poisson, negative binomial, Neyman type A, etc. Depending on
which of these distributions fit the observed data, conclusions are
drawn about the pattern of the pathogen in the study area
(2,8,11,14,21,22,27). Other criteria commonly used in plant
pathology to characterize patterns of soilborne inoculum include
Fisher's variance-to-mean ratio ¥/m, David and Moore’s index of
clumping IC= ¥/m— 1, or Lloyd’s indices of mean crowding m* =
m -+ (¥V/m — 1) and patchiness m*/m (8,10,11,14,21,23,27).

Theoretical basis for these methods. If the inoculum is randomly
dispersed throughout the soil of the study area, the frequency
distribution of propagule counts in the samples should be Poisson
(4,17). Under this hypothesis, ¥/m = 1, IC =0, and m*/m = 1,
because the mean and the variance are equal for a Poisson
distribution. A good fit of a Poisson model to observed data is,
therefore, an indication that the inoculum is likely to be randomly
scattered throughout the soil, but this may not necessarily be true,
as will be illustrated. A poor fit of a Poisson model and a good fit of
“contagious distributions” such as negative binomial, Neyman type
A, etc, suggest that at least one of the assumptions underlying the
Poisson process is violated; for example, the propagules may occur
in clumps. Whereas a random pattern is well defined by a Poisson
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process, anaggregated pattern can be aggregated in many different
ways that result from very different biological phenomena. Two
particular types of aggregated patterns are well documented (4,17).
The “true contagion process™ (ie, a generalized Poisson process)
describes a pattern in which the pathogen occurs in small clusters,
the clusters themselves being randomly scattered throughout the
soil (4,17). Such a pattern could result, for example, from the
decomposition of fragments of host tissue randomly dispersed in
the soil and carrying groups of propagules of a pathogen. The
“apparent contagion process” (ie, compound Poisson process)
describes a pattern in which the propagules are randomly scattered
within each sample but the average number of propagules within a
sample is also a variable that takes different values from sample to
sample (4,17). An example of such a situation would be one in
which the pathogen is randomly dispersed in a given soil type and
the size of the population is a function of the type of soil. The
apparent contagion would then correspond to large-scale
variations of soil type in a field. In the first case, the aggregation
occurs at a scale smaller than that of the soil sample, whereas in the
latter case it occurs at a larger scale.

Limitations of these methods. Depending on the distribution of
numbers of propagules per cluster for the generalized Poisson
process and on the distribution of the average propagule numbers
in the samples for the compound Poisson process, well-defined
distributions including negative binomial and Neyman type A, may
fit the frequency distribution for the number of propagules per
sample. However, both of these distributions can be obtained from
either a generalized or a compound Poisson process. Therefore, the
frequency distribution of inoculum levels cannot be used to
determine which process accounts for the observed aggregation
unless additional information is available (4,17).

Another limitation of methods that rely only on frequency
distributions comes from the fact that the information on the
location of each sampling site is ignored when the frequency tables
are compiled. Consider hypothetical square fields divided into
contiguous quadrats of equal size and infested with varying levels
of a given soilborne plant pathogen. Suppose that soil samples are
taken from each quadrat and that a reliable method is available to
quantify the pathogen in field soil. Assuming that records are kept
of the precise location of each sample, suppose that the inoculum is
found dispersed over three fields as described in Fig. 1. For these
three fields the frequency of inoculum levels is identical and a
Poisson model fits well the observed data (Fig. 2). From this result,
it might be concluded that no departure from randomness can be
detected in any of those three fields, based on the analysis of
frequency distributions. However, it can easily be seen that the
pattern of dispersion of the pathogen, at a scale larger than the
quadrat is not random for all three fields of Fig. 1. Suppose now
that the hypothetical fields sampled are similar to those described
in Fig. 3. The frequency distribution of inoculum levels in all three
fields is identical; the observed data give a poor fit for the Poisson
model and a.good fit for a negative binomial model (Fig. 4). This
suggests some aggregation in the pattern of the pathogenin all three
fields at some unknown scale. However, the examination of
frequency distributions alone does not allow us to distinguish the
very different spatial arrangements of inoculum levels represented
in Fig. 3.
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Fig. 1. Three hypothetical fields corresponding to three different spatial arrangements of one frequency distribution of soil inoculum levels of a plant
pathogen. The frequency distribution is described by a Poisson with mean m = 2.5 propagules per gram of soil (ppg). The spatial arrangements appear: A,

random; B, aggregated; and C, regular.
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Fig. 2. Fit of a Poisson model with mean m = 2.5 on the observed
frequency distribution of inoculum levels from the fields of Fig. 1.
POx* >0.031) >0.999.
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Information provided by methods taking into account the
location of each sample. Besides those discussed earlier, many
statistical methods used for the analysis of spatial patterns,
including nearest neighbor, Greig-Smith’s method, spatial
autocorrelation analysis, and two-dimensional spectral analysis
take into account the location of each sample (4-7,12,17-20,24).
Some of these methods, which were devised to analyze the patterns
of discrete objects, assume that distances can be measured between
individual objects (eg, nearest neighbor methods) or that the
coordinates of every object are known over the study area
(4-6,17,18); for practical reasons, therefore, they could not be
applied to a study of patterns of soilborne inoculum. Most other
methods discussed in the references cited above can be applied to
both continuous data and counts of discrete objects, including
soilborne inoculum, in samples or quadrats. Studies of patterns,
based on the computation of coefficients of autocorrelation, have
recently been reported in plant pathology (16,22) and are common
in ecology (24). Analytical methods based on a coefficient of spatial
autocorrelation, the */statistic,” were first introduced by Moranin
1950 (15) and further investigated by Cliff and Ord (4) and others
(12,24). The Istatistic is easily computed, and is very similar to the
commonly used coefficient of correlation between two random



variables (4). With the [ statistic, the inoculum level X at each
sampling location i is compared to the values of X at locations
neighboring i, instead of being compared to a second random
variable ¥ as it would with a conventional coefficient of
correlation. Practically, /is positive if X tends to be high in some

groups of neighboring quadrats and low in other groups of
neighboring quadrats (aggregated spatial pattern; eg, Figs. 1B and
3B). /is negative if high values of X tend to be located near low
values of X and vice versa (regular pattern: eg, Figs. 1C and 3C).
And finally, /is approximately equal to zeroif no trend is present in

TABLE 1. Characterization of the spatial patterns of a soilborne fungus in six hypothetical ficlds, using three different methods

Best-fitting

Indices Moran’s [

frequency Lloyd's index of Lloyd's index P value
Fields" distribution Vim" mean crowding of patchiness I+ SE [1=E(DH]
1-A Poisson 1.01 2.52 1.00 0.017 £ 0.061 0.697
I-B Poisson 1.01 2.52 1.00 0.874 + 0.061 0.000
1-C Poisson 1.01 2.52 1.00 —0.582 + 0.061 0.000
3-A Negative binomial 2.37 391 1.54 0.009 + 0.060 0.787
3-B Negative binomial 2.37 391 1.54 0.915 = 0.060 0.000
3-C Negative binomial 2.37 391 1.54 —0.526 £ 0.060 0.000

*Fields are as described in Figs. 1 and 3.
"Variance ( ¥)-to-mean (m) ratio.

“Spatial autocorrelation coefficient: each observation is compared with its four immediate neighbors. The expected value of / under the hypothesis of
randomness is E(/)=—0.007 for all six fields. The /statistic was assumed to be approximately normally distributed for the computation of the p values (see

justification in Cliff and Ord [4]).
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Fig. 3. Three hypothetical fields corresponding to three different spatial arrangements of one frequency distribution of soil inoculum levels of a plant
pathogen. The frequency distribution is described by a negative binomial with mean m = 2.5 propagules per gram of soil (ppg) and parameter k = 1.75. The

spatial arrangements appear: A, random; B, aggregated: and C, regular.
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Fig. 4. Fit of a Poisson and of a negative binomial model on the observed
frequency distribution of inoculum levels from the fields of Fig. 3. Poisson
model with mean m = 2.5; P(x*>>58.7) <0.001. Negative binomial model
with mean m = 2.5 and parameter k = 1.75; P(x° >0.014) >0.999.

the spatial pattern.

To illustrate the information provided by methods that take into
account the location of samples, a value of the [ statistic, its
expected value, and its standard error were computed for each of
the fields represented in Figs. | and 3 (Table 1). The inoculum
level of each quadrat was compared with those of its four
immediate neighbors. These calculations were performed on an
Apple 1l plus microcomputer with a BASIC program, which is
available from the authors. In contrast to the results obtained with
the other methods presented in Table I, a different value of the /
statistic was obtained for each individual field of Figs. 1 and 3.
Assuming that 7 is approximately normally distributed (see
Justification in [4]), fields I-B and 3-B showed significant positive
autocorrelation, fields 1-C and 3-C showed significant negative
autocorrelation, and no significant autocorrelation was observed
for fields 1-A and 3-A. This indicates that the patterns at a scale
larger than the quadrat are aggregated, regular, and random for
fields 1-B and 3-B, 1-C and 3-C, and 1-A and 3-A, respectively,
which corresponds to the visual perceptions given by the graphic
representation of the fields.

DISCUSSION

The frequency distribution of inoculum levels in soil samples is
valuable information about a study area. However, the examples
presented in Figs. 1 and 3and Table | show that the examination of
frequency distributions alone allows only limited conclusions
about the spatial patterns of soilborne inoculum. Frequency
distribution analysis does not adequately discriminate among
random, aggregated, or regular dispersion of the pathogen over the
field, ata scale larger than that of the quadrat or soil sample. On the
other hand, methods that take into account the location of samples,
such as those based on the analysis of spatial autocorrelation, may
allow one to distinguish such patterns. They could also be
particularly useful when no well-defined theoretical model
adequately fits the observed frequency (23).

Regardless of the type of statistical method used to analyze the
data, there still may be several difficulties in studying dispersion
patterns of soilborne inoculum. For example, in a single soil core
all the propagules of the pathogen could be located on the surface
or they could be randomly scattered throughout the sample.
Likewise, if a series of soil cores are bulked together in one sa mple,
there is no way to determine how the propagules were dispersed
among the cores. If the study area is divided into quadrats and
samples are taken from each quadrat, one may ask how
representative each sample is of its quadrat. How similar would the
estimate of the inoculum level be if a second sample were taken
from the same quadrat? Would the conclusions about the pattern
be similar if a smaller or larger quadrat size were chosen?

Attempts to answer these questions in conjunction with the use
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of methods of analysis that take into account the location of
sampling sites will provide a broader knowledge of the spatial
patterns of soilborne plant pathogens.
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